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Objectives

» To investigate a radically different approach through distributed
software agents to store and process a massive amount of smart grid
data in a timely and reliable fashion

> To substantiate the proposed distributed data management systems for
smart grid implementation on a proof-of-concept demonstration
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Major Challenges

High-volume Centralized Data Center
High-velocity
Expensive

Single point of failure
Not easy to expand
Highly complex
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Distributed Data Storage and Processing

Operation View

v' Cost-effective

v’ Scalable 1. Data Collection: Open Standard and Plug-and-Play
v’ Fast 2. Distributed Data Storage and Management

v Resilient to failure 3. Open-source Programming & Open API

v" Flexible

v’ Easy to use
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Proof-of-Concept Demo

A cluster of low-cost
single board PCs (e.g.,
CubieBoard)
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» High-availability distributed object-oriented platform O
« Google’s MapReduce and Google File System @hadﬂﬂp

Smart Meter
Layer
Simulated smart meter data is implemented into

Lego Mindstorm EV3 Intelligent Brick (ARM 9
prtocessor with Linux-based operating system)
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Hadoop Distributed File System (HDFS)
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Parallel Computing
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Operation View Distributed
Data Collection: Open Standard and Plug-
and-Play

Data Cell

Distributed Data Storage and Management
Open-source Programming & Open API

Energy Storage Device

| )
Centralized Data Center

_ o Homes with PV panels Homes with PV panels
Real-time fault and performance monitoring

Distributed data storage and processing
> Automated altering system (e.g., battery state-of-charge, inverter failure,
device disconnection, voltage sags/surges, low performance yield)
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All-in-one Solution
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Scalable Reliable Efficient Low-cost

A Proof-of-Concept Demo
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Cluster Summary

263 files and directories, 252 blocks = 515 total.

Configured Capacity

DFS Used

Non DFS Used

DFS Remaining

DFS Used%

DFS Remaining%

Live Nodes

Dead Nodes

Decommissioning Nodes

Humber of Under—Replicated Blocks
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Plug-and-Play

scale up storage

DGI nodes and disks

> Fast to rebalance the entire data file

‘Cluster Summarvy

Highly Scalable Data Storage System:
» Easy to add commodity servers and disks to

» Bandwidth scales linearly with the number of

258 files and directories, 243 blocks = 501 total. 1

1.69 TB
17. 46 GB
126,76 GB
1.5 TB
1.01 %
41, 68 %
15

1.69 TB Configured Capacity
17. 57 Be DFSTtized
126, 76 GB Non DFS Used
1.5 TB DFS Remaining
1.01 % DFS Used%
91. 68 % DFS Remaining%
lie——TL3veNodes
3 Dead Nodes
0 Decommissioning Nodes
0 Number of Under—Replicated Blocks
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Reliable

API #1: @
Find abnormal values = 2

59.8 < frequency < 60.2

“‘Replication Factor” = 3
Data Format: ID; Voltage; Current; Temp; Frequency
234,000,000 rows ~10GB

T ' Reliable and Fault-tolerance Data Storage:

109 1212 v" No need to repair a failed DGI node immediately

Time taken: 0.077 ¢

v' The entire data file is always accessible
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Efficient

» Allows parallel data processing over a large amount of smart grid data

» Reduce overall processing time through parallel & faster execution
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Low-Cost

Conventional database replies on very = -
-
expensive, proprietary hardware and B
different systems to store and process data. S -
L
Assumptions 3 Es
Cost of power ($/kwh): $0.07
Cost of Facility ($): $200,000,000.00
Facilities Amortization: 180 (15 years)
Number of Servers: 50,000.00
Cost/Server ($) $2,000.00
Server Amortization (months) 36 (3 years)
Size of Facility (Critical Load MW): 15,000,000.00 (15MW) . .
€ No need to built high-cost
Average Power Usage (%): 80% (Average % of provisioned power used)
Power Usage Effectiveness 1.7
Power and Cooling Infrastrucure (%) 82% (% of infrastructure that is power & cooling) d ata C e n te r
Network egress charges not included (workload dependent)
Calculations
Infrastructure $1,581,587 [=-PMT(CostOfMoney/12,FacilityAmortization,FacilityCost,0)]
Servers 2,997,090 =PMT(CostOfMoney/12, ServerAmortization, ServerCount*ServerCost, 0
Power & Cooling Infrastructure :1 :296:902 LInfra:tructureMon:{ﬂv‘PowerA i astructurePercentage] ! ‘ T h e p ro p O S e d fra. m eWO rk
Power $1,042,440 [=Megi riticalLoad*Averag Usage/1000*PUE*PowerCost*24*365/12
Other Infrastructure $284 686 [=+Infrastructur Ar i astruc hiy] -
$2530342  Loroeamsananinnn can be easi |y extended and
Total: 85,621,117

sasns55___ Monthly Costs tailored to the existing
smart meter infrastructure.

m Power & Cooling
Infrastructure

€ ~46 million smart meters in
U.S. as of 2013.

3yr server & 15 yr infrastructure amortization

1 Source: James Hamilton's Blog K
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Future Work

» Design a user-friendly graphical user interface (e.g., real-
time alerting; interactive mapping tool) for residential owners,
utilities, utility commission, and other entities

» Develop a massive array of mini PC-based distributed data
storage and processing testbed for a large-scale system

» Design a user-friendly graphical user interface

» Customize the MapReduce algorithms to meet specific
needs of smart grid applications

= Apply it to support data-intensive Smart Grid and other big
data applications (e.g., intelligent transportation systems)

» Collaboration with industry partners
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