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Objectives 
To investigate a radically different approach through distributed 

software agents to store and process a massive amount of smart grid 

data in a timely and reliable fashion 

To substantiate the proposed distributed data management systems for 

smart grid implementation on a proof-of-concept demonstration 

Smart Meters 

DGI: Distributed Grid Intelligence 

Smart Meters 



  

Major Challenges 
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 High-volume 

 High-velocity 

 Expensive  

 Single point of failure 

 Not easy to expand 

 Highly complex 

Centralized Data Center 

…… 

Smart Meters 

DGI: Distributed Grid Intelligence 

Smart Meters 
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 Cost-effective 

 Scalable 

 Fast 

 Resilient to failure 

 Flexible 

 Easy to use 

Distributed Data Storage and Processing 

Operation View 

1. Data Collection: Open Standard and Plug-and-Play 

2. Distributed Data Storage and Management 

3. Open-source Programming & Open API 
 

Smart Meters 

DGI: Distributed Grid Intelligence 

Smart Meters 



  

Proof-of-Concept Demo 

…… …… 

A cluster of low-cost 

single board PCs (e.g., 

CubieBoard) 

• High-availability distributed object-oriented platform 

• Google’s MapReduce and Google File System 

Simulated smart meter data is implemented into 

Lego Mindstorm EV3 Intelligent Brick (ARM 9 

processor with Linux-based operating system) 
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Hadoop Distributed File System (HDFS) 
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Parallel Computing 
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Operation View 

1. Data Collection: Open Standard and Plug-

and-Play 

2. Distributed Data Storage and Management 

3. Open-source Programming & Open API 

 

Real-time fault and performance monitoring  

Distributed data storage and processing  

Automated altering system (e.g., battery state-of-charge, inverter failure, 

device disconnection, voltage sags/surges, low performance yield) 

 

Distributed 

Data Cell 

…… 
Centralized Data Center 



  

Scalable Reliable Low-cost Efficient  

All-in-one Solution 

A Proof-of-Concept Demo 



  

Highly Scalable Data Storage System: 
 Easy to add commodity servers and disks to 

scale up storage 

 Bandwidth scales linearly with the number of 

DGI nodes and disks 

 Fast to rebalance the entire data file 

Plug-and-Play 



  

Reliable 

“Replication Factor” = 3 

Data Format: ID; Voltage; Current; Temp; Frequency  

234,000,000 rows  ~10GB 

Reliable and Fault-tolerance Data Storage: 
 No need to repair a failed DGI node immediately 

 The entire data file is always accessible  

……   API #1:  

Find abnormal values 

59.8 < frequency < 60.2 
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Efficient 

 Allows parallel data processing over a large amount of smart grid data 

 Reduce overall processing time through parallel & faster execution 

Efficient 
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 No need to built high-cost 

data center 

 The proposed framework 

can be easily extended and 

tailored to the existing 

smart meter infrastructure. 

 ~46 million smart meters in 

U.S. as of 2013. 

Low-Cost 
Conventional database replies on very 

expensive, proprietary hardware and 

different systems to store and process data. 

Source: James Hamilton's Blog 
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Future Work 

Design a user-friendly graphical user interface (e.g., real-

time alerting; interactive mapping tool) for residential owners, 

utilities, utility commission, and other entities 

Develop a massive array of mini PC-based distributed data 

storage and processing testbed for a large-scale system 

Design a user-friendly graphical user interface   

Customize the MapReduce algorithms to meet specific 

needs of smart grid applications 

Apply it to support data-intensive Smart Grid  and other big 

data applications (e.g., intelligent transportation systems) 

Collaboration with industry partners 

…… 
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